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Testing the receiver bias hypothesis empirically

with ‘virtual evolution’
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Many signals found in nature seem exaggerated, for instance in size or colour. According to the receiver
bias hypothesis such signal features evolve as a consequence of nonfunctional response biases in receivers.
In this study we tested this hypothesis using chickens, Gallus gallus domesticus, in a virtual evolution
experiment testing the potentiality of receiver bias to drive the evolution of exaggerated signals. The
chickens played the role of receivers that can respond to the preferred stimuli displayed by the sender on
a peck-sensitive computer screen. The preferred stimulus was kept and evolved, in the direction specified
by the chicken, before being introduced to the next chicken of the successive generation. The chickens
were tested on signals changing in three dimensions: length, intensity and area. In all three cases, the
signals became considerably exaggerated and beyond what was required for accurate discrimination. Our
results support the hypothesis that response biases emerging in discrimination tasks are sufficient to cause
the evolution of signal exaggeration.

� 2005 The Association for the Study of Animal Behaviour. Published by Elsevier Ltd. All rights reserved.
The receiver bias hypothesis suggests that biological
signals take their form as a result of how recognition
mechanisms work when discriminating and responding to
different stimuli (e.g. Ryan et al. 1990; Enquist & Arak
1998). The theory is valid for almost all kinds of signals and
for interspecific communication. When evolutionary con-
flicts exist, the receiver bias hypothesis predicts that an
evolutionary arms race will occur in which signals and
responses to signals change continuously (Dawkins &
Krebs 1978; Andersson 1980; Enquist & Arak 1998). In
the senders, new signals invariably evolve that elicit more
favourable responses from the receivers, because the
senders exploit biases in the receivers, while evolution in
the receivers reduces sensitivity to new signals. Making
signals more efficient at eliciting responses often involves
exaggeration in the specific signal dimension. The receiver
bias hypothesis may thus explain the prevalent occurrence
of costly signals, such as conspicuous and exaggerated
signals, the existence of which has been debated since
Darwin. Why, for instance, have extravagant signals such
as the very long tails of some bird species (e.g. Andersson
1994) and the striking colours of prey species (e.g. Cott
1940) evolved despite their obvious disadvantages.
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Predictions about signal form based on receiver biases
come from combining information about the recognition
and discrimination problems facing the receivers with an
understanding of how recognition mechanisms and biases
are generated (Guilford & Dawkins 1991, 1993; Weary
et al. 1993; Enquist & Arak 1998). Knowledge about the
latter derives from comprehensive studies in ethology and
experimental psychology (Mackintosh 1974; Ghirlanda &
Enquist 2003). One of the well-studied phenomena
central to the issue in this paper is generalization.
Generalization means that a novel stimulus generates
a similar response as a previously experienced stimulus,
provided that they are not too dissimilar. Usually, the
strongest response is directed to the familiar stimulus, but
in some cases a similar stimulus elicits an even stronger
response. The direction, strength and duration of such
a bias is determined by several factors, such as experience
of stimuli, the presence of negative stimuli, the dimension
in which stimuli vary, the degree of variation and also the
sensitivity of the perception organs (Ghirlanda & Enquist
2003).
The shift of maximum response from the familiar to the

novel stimulus is known in ethology as ‘supernormality’
and in psychology as ‘peak shift’ (Tinbergen 1951; Hanson
1959). The phenomena of peak shifts and supernormality
can be illustrated by gradients reflecting the strength of
response to the different stimuli along a particular di-
mension. For instance, in discrimination learning the bias
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is located away from a negative stimulus. This means that
when the negative stimulus is ‘weaker’ than the positive,
for instance of less intensity, the bias develops for a ‘stron-
ger’ stimulus, of higher intensity. In the reversed scenario,
when the negative stimulus is stronger than the positive
stimulus, a bias develops for less intensity (Mackintosh
1974; Ghirlanda & Enquist 2003). The empirical nature of
response biases, peak shift or supernormal stimuli depends
strongly on the dimension of the stimuli (the strongest
biases occur along size and intensity dimensions) and also
on the similarity between the discriminated stimuli
(Ghirlanda & Enquist 2003). Whether the bias is labelled
peak shift or supernormal stimuli does not seem to matter,
nor does whether the response is innate or learned
(Ghirlanda & Enquist 2003).
Our aim in this study was to test empirically the receiver

bias hypothesis, particularly the predictions about costly
and exaggerated signals. Testing evolutionary hypotheses
is often difficult, especially when they share predictions
with alternative hypotheses. Biases, whether adaptive (e.g.
Zahavi 1977; Grafen 1990) or by-products (Enquist & Arak
1998), may cause similar selection on signal form, such as
increased size or intensity. However, such traits may also
be favoured in signals used in long-range communication
(Wiley 1983). To be productive, empirical tests of the
receiver bias hypothesis must be able to exclude these
alternatives. This means that it might be more successful
to consider the evolutionary process rather than just
the outcome of evolution. One way of doing this is to
use comparative data to explore the temporal sequence of
events in evolution. This method made it possible to show
that receiver biases have existed in receivers prior to the
emergence of the signal exploiting the bias (Basolo 1990;
Ryan et al. 1990). Phelps & Ryan (1998) have also de-
veloped a method of reconstructing the evolution of
biases and used this to predict successfully the subsequent
direction of signal evolution.
We used another empirical approach that we refer to as

‘virtual evolution’ that experimentally investigates whether
receiver biases can drive the evolution of signal form
(Forkman & Enquist 2000; Jansson & Enquist 2003). Such
virtual evolution crudely resembles a real evolutionary
process. In short, real animals are used as signal receivers
and each individual, or group of individuals, represents
the receivers in a particular generation. The sender is
a computer providing the signals on a computer screen,
on which the animal can peck or touch. The receiving
animal is adapted to the current signals and other stimuli
by training. After training, the animal is tested on a series
of signals including the familiar signals and the signal
variants assumed to be rare in the current generation. The
preferred signal is ‘selected’ to become the signal of the
next generation. The selection process may also include
additional fitness factors such as signal cost. By repeating
this procedure it may be possible to gain insight into the
evolutionary consequences of receiver bias.
In the evolutionary scenario considered in this paper,

two senders compete for attention with costly signals. The
senders could, for instance, reflect real males displaying
for females or flowers displaying to pollinators. The
discrimination between the signals by the receiver could
reflect a pollinator’s attempt to distinguish between
a flower species with or without nectar. The competition
between the senders could also be for lack of attention
from a receiver, such as a prey displaying unprofitability
to a predator. In each of the signal dimensions there is
a particular value that is optimal with respect to such
consequences as the cost of producing or carrying the
signal. Departing in any direction from this value will
entail a cost.

We conducted three separate experiments exploring the
evolution of signal exaggeration in three common, visual
dimensions: length, area and colour intensity. In these
dimensions biases are well known to exist (reviewed in
Ghirlanda & Enquist 2003) and have also been studied
theoretically, for instance in evolutionary simulations
using artificial neural networks as models of receivers
(length, Enquist & Arak 1993; area and intensity, Hurd
et al. 1995; Enquist & Arak 1998). According to the re-
ceiver bias hypothesis and what is known about receiver
biases in these dimensions (Ghirlanda & Enquist 2003),
we predicted that the stimuli would increase despite the
associated cost (Arak & Enquist 1995).

METHODS

Subjects and Housing

Thirteen female chickens, Gallus gallus domesticus, were
brought to the laboratory as newly hatched and entered
the experiments at an age of 8 months. They were housed
in cages (1 ! 1 ! 1 m), one to three birds per cage, with
sawdust bedding, a perch and a water bowl. The cages
were placed in a laboratory room, at 20 �C, with windows
providing daylight in addition to a 12:12 h light:dark
artificial light cycle. The birds were given free access to
water, except during the experimental sessions, and free
access to food (commercial chicken pellets) after their
daily sessions, for the rest of the day. Food access was
completely free during the session-free weekends. This is
a very low restriction schedule, compared to those nor-
mally used in operant conditioning experiments, which
typically involve keeping the animals at 80–90% of their
ad libitum body weight. The current schedule ensured
that the birds remained at their ad libitum body weight
and were still motivated to work for food (B. Forkman,
unpublished data). The study was approved by Stock-
holms norra försöksdjursetiska nämnd Dnr: N148/98 (the
relevant Swedish authority).

Equipment and Shaping

The birds were trained and tested in an operant
chamber placed in front of a touch-sensitive PC-computer
monitor (Philips 15 inches, Digital Autoscan Colour
Monitor, 105S). The computer registered all pecks made
on the screen. The chamber (40 ! 50 cm and 44 cm high)
was made of a wooden frame coated with chicken wire.
A feeder delivered food rewards in a feeding tray
(12 ! 3 cm) fixed in the lower right corner of the monitor.
The displayed stimuli, or the background colour of the
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monitor, served as the only light sources in the experi-
mental room.
Prior to the experiment, we trained the birds to peck on

the monitor for about 5–10 min twice a day. Initially, all
attempts to approach the monitor were rewarded with
a piece of mealworm. Next, all attempts to peck on the
monitor were rewarded with commercial pellets. Finally,
only pecks within an area of 20 mm of a 7-mm grey spot,
displayed on different locations, were rewarded. When
a bird reached the criterion of pecking 70% of all pecks
within the allowed area in three consecutive sessions we
considered it to be ready for the experiment.

Experimental Stimuli

The three experiments were identical except for the
dimension along which the stimuli could vary. We used
a stimulus in the shape of a line to test biases along
a length dimension, a red spot to test biases for colour
intensity and a square to test biases for area size (Table 1).
During the experiments, the stimuli evolved as a result of
the responses from the chickens, which were tested one
after the other, each chicken representing a new genera-
tion. The line and the red spot could vary along one
dimension, whereas the square evolved along both its
sides, in two dimensions. The stimuli were displayed ran-
domly in any of eight different locations evenly dispersed
on the monitor.

Discrimination Training

The experiments started with discrimination training.
Initially, we trained the chickens to peck on only one
stimulus ‘the common signal variant’, which was always
rewarding (see Table 2 for the meaning of different labels).
Next, we trained them to discriminate between the
common signal variant and a nonrewarding stimulus,
‘the negative stimulus’, which was less intense along the
measured stimulus dimension than the signal (see stimuli
sizes in Table 1). Pecks on the common signal variant
ended the trial, caused the monitor to go white and
generated delivery of 0.12 g of commercial pellets. In the
case of incorrect pecks, the common signal variant
disappeared whereas the negative stimulus remained on
the screen until the chicken had ceased to peck for 2 s.
After the delivery of every seventh reward, a ‘false’

selection trial was displayed. It consisted of two common
signal variants displayed for 5 s. Irrespective of pecks, this
trial never generated any rewards. The purpose was to
make the chickens accustomed and motivated to work
despite not being rewarded.

Selection Trials

When the birds had reached a stable performance of at
least 70% correct discrimination between the common
signal variant and the negative stimulus in three consec-
utive sessions we replaced the false selection trials with
real selection trials. The selection trials were thus in-
terspersed among the familiar training trials. The selection
trials consisted of the familiar common signal variant
displayed together with one of three novel signal variants.
One signal variant was larger than the common variant
and one was smaller. The value of the third variant ‘the
cost-free signal’ was similar to the value of the common
signal variant in generation 0, the start value of the
common signal variant for the first chicken of each
experiment (Table 1). The selection trials were displayed
for 5 s and were never rewarded. Pecks from 150 selection
trials were collected from each bird. The chickens were
tested one after the other. The value or size of each bird’s
common signal variant was decided by the pecks made by
the previous chicken. If the previous bird had favoured
the larger signal variant, the subsequent chicken started its
discrimination training with a common signal variant
of larger value and vice versa if the preferred variant
was smaller. If the chicken had not expressed any clear
preferences the evolution paused and the subsequent
chicken was trained on a common signal variant of similar
value as that of the chicken representing the previous
generation.
Table 1. Appearances of the signals in the three experiments

Test dimension

and signal form

Negative

stimulus

Value of common
signal variant at

generation 0

Cost-free
signal value

v(0)

Value of variant signals compared

to common signal

Evolutionary

step (d )Larger Smaller

Length (in pixels)
Green line, 2
pixels wide

7 10 10 C2 �2 2

Intensity of red
(in R: colour units of red*)
Red spot 8 pixels in diameter

50 75 75 C20 �20 20

Area, sides of square
(in pixels) Blue square

4 5 5 C1 �1 1

Each colour had a numerical value between 0 and 255. Higher value corresponded to stronger colour intensity.
*The colour intensity was made from the Red, Green and Blue (RGB) colour model implemented on computers.
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Participation

Thirteen chickens participated in the study. In each of the
three experiments, 10 chickens were tested one after the
other. The chickenswere randomly assigned a starting order
for the first experiment and when a bird had finished one
experiment it was transferred to the first available starting
order of the next experiment. Owing to differences in how
motivated the chickens were to peck, six birds managed to
participate in all three experiments, five in two experiments
and twobirds in only one experiment. The chickensworked
for about 20 min, which was the time to become satiated,
three to four times per day, 5 days a week.

Procedure for Virtual Evolution

Here we describe the procedure for virtual evolution
used in all three experiments. Table 2 summarizes the
labels and use of signals and stimuli. In all experiments,
the evolution occurred along a single dimension. Let v be
the value of the signal along this signal dimension. Only
certain values of v are used. Let the index k, which can
take both positive and negative values, describe such
values. The index kZ 0 identifies the cost-free value, that
is, the optimal value with respect to the nonsignalling
consequences. The relation between signal index and
signal value is given by

vðkÞZvð0ÞCkd

where the parameter d is the step size at which evolution
occurs. In addition to the signals that can evolve, there is
another negative and constant stimulus along the same
dimension against which the receivers should discrimi-
nate. Each dimension has its own v(0), negative stimulus
and d (Table 1) but with respect to the index k all three
experiments are identical. The benefit of a particular signal
depends on how successful the signal is at eliciting pecks
from the chicken in competition with another signal
present simultaneously on the screen. Formally, the
fitness of using signal k is

x

n
� ljkj

where the first term x/n is the relative success of the signal
(x out of a total of n pecks). The second term, ljkj, is the
cost of the signal, which increases with the deviation from
the cost-free value (Fig. 1). For l we used the value 0.04,
which imposes considerable cost on signal exaggeration
while not completely ruling out the evolution of such
exaggeration.

In each generation t there is one signal kt that dominates,
referred to as the common signal variant, and two rare
variants or mutants kt C 1 and kt � 1 representing the
current genetic variation in signal value. The signal among
these three that has the highest fitness is selected for the
next generation. Thus, fromone generation to thenext, the
signal value can remain the same, or increase or decrease by
one step. The assumption that only one signal value
dominates in each generation simplifies calculation of
sender fitness and experimental testing, as we can ignore
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interactions with the rare variants. Thus, the fitness of
signals kt, kt C 1 and kt � 1 depends only on interaction
with the current signal kt and the fitness of kt is 0.5 minus
the cost (when competing with itself the probability of
being chosen is one half). Let the corresponding fitness
values be f ðkt ; ktÞ, f ðkt � 1; ktÞ and ftðktC1; ktÞ.
The success of the receivers depends on their ability

to discriminate between the signal and the negative
stimulus. Since only one signal value dominates in each
generation, the receiver’s fitness depends only on the
common signal variant kt and the negative stimulus and
each chicken needs to be taught this discrimination only
when adapting to a new signal.
We repeated the following procedure for 10 generations

in each experiment. All experiments started with the
signal at the cost-free value, that is, k0 Z 0.
(1)We trainedachicken todiscriminatebetweensignal kt as

the positive stimulus and the negative stimulus. This adapted
the receiver to thecurrentvalueof thecommonsignalvariant.
(2) We then tested the chickens’ preferences by letting it

choose between the signal kt and the variants. The chicken
was alternately given choices between the signal kt and
variant kt � 1 (selection trial type 1) and between signal kt
and variant kt C 1 (selection trial type 2). Each trial was
given 50 times. Let n1 be the total number of pecks during
selection trial of type 1 and x1 the number of pecks on the
variant. Let n2 and x2 be the corresponding numbers for
selection trials of type 2. After the selection trials were
completed the chicken was tested in choices between kt
and the cost-free variant (50 trials).
(3) We decided upon kt C 1, the signal of the next

generation, by comparing the fitness values ft of kt, kt C 1
and kt � 1 in the current generation:

f ðkt ;ktÞZ0:5� ljkt j
f ðkt � 1;ktÞZ

x1
n1

� ljkt � 1j

ftðktC1;ktÞZ
x2
n2

ZljktC1j

The signal with the highest fitness was selected for the
next generation. If several signals shared the highest

–8 –6 –4 –2 0 2 4 6 8
0

0.1

0.2

0.3

C
os

t

Signal index (k) 

Figure 1. Signal cost as a function of the signal index k. k Z 0 refers
to the cost-free value, that is, the optimal length, size or intensity

with respect to such nonsignalling consequences as producing the

signal.
fitness and the smaller variant was included among them,
the rule was to approach k Z 0 with one step, otherwise
not to change the signal.

Learning Effects

In the first generations, the number of training sessions
required to reach the criterion of a stable performance of
70% correct discrimination between the negative stimulus
and the common signal variant differed between the
dimensions (Fig. 2). The discrimination in the length
and area dimensions was initially more difficult than in
the intensity dimension and thus required more training
sessions. However, once the criterion was reached and
the selection trials thus introduced, the degree of correct
discrimination between the common signal variant and
the negative stimulus was continuously high (Fig. 2).
To analyse whether responding to the signal variants

was stable during the selection trials, we divided the data
from the selection trials into six parts with respect to time,
25 trials in each, and performed a regression analysis with
whole numbers (1,2,.,6) as time units. No effects of time
could be found. The slope for the length experiment was
�0.0074 (r2 Z 0.11, PO 0.5) in selection trials including
the smaller signal variant and 0.0063 (r2 Z 0.12, P O 0.5)
in selection trials including the larger variant. Corre-
sponding values for the intensity experiments were
0.0042 (r2 Z 0.03, P O 0.5) and 0.0064 (r2 Z 0.04,
PO 0.5), and in the area experiment �0.024 (r2 Z 0.39,
PZ 0.18) and 0.0033 (r2 Z 0.01, P O 0.5).

Statistical Analysis

To establish whether a result of virtual evolution is due
to receiver bias we also considered evolution under
random choice. We wanted to exclude the possibility that
fluctuations in random pecking could explain the result
(the null hypothesis). To do this we first derived the
probability distribution of signals under random choice
after 10 generations (Fig. 3a). The distribution was already
very close to the equilibrium distribution. Based on this
distribution we calculated the probability after 10 gener-
ations of random choice of observing a signal with an
index equal to or higher than a particular index (Fig. 3b).
This statistical test and its derivation are described in the
Appendix.

RESULTS

Evolutionary Trajectories

After 10 generations of virtual evolution in the length
experiment, the length had evolved from the original
optimum length of 10 pixels to 18 pixels, equal to four
steps of evolution (Fig. 4a). The maximum length reached
was also 18 pixels. The likelihood of ending up four or
more steps above the cost-free length after 10 generations
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by random choice is small (P! 0.0007, test described in
the Appendix). Thus, the preferences or biases in the
chickens must have contributed to this outcome. The
results were even clearer in the other two experiments. In
the intensity experiment, the signal evolved from a red
intensity value of 75 to 215 (RGB value, see Table 2), equal
to seven steps of evolution (Fig. 4b, P! 0.0001, test
described in the Appendix). In the area experiment
squares evolved from 5! 5 (25) pixels to 11! 11 (122)
pixels, equal to six steps of evolution (Fig. 4c, P! 0.0001,
test described in the Appendix). The maximum intensity
reached was 235 after eight generations and the maxi-
mum side of the square was 12 pixels (area of 144 pixels)
after nine generations.
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Figure 2. The number of training sessions before the chickens

reached the discrimination criterion and subsequent discrimination
between the signal and negative stimulus. (a) Length experiment,

(b) intensity experiment and (c) area experiment. The discrimination

criterion was at least 70% correct pecks in three consecutive sessions.

For details of signal values see Table 2. Because the chickens drove the
evolution back and forth, more than one chicken was sometimes

trained on the same signal value. Some data points are therefore

obtained from several chickens. In the length experiment, two
chickens were trained on signal value 14, four chickens on 16 and two

chickens on value 18. In the intensity experiment, two chickens were

trained on signal value 215. In the area experiment, two chickens

were trained on signal values 5 10 and 12.
Fitness

The evolved signals represented a considerable cost to
the sender: 0.16 fitness units in the length experiment,
0.32 in the intensity experiment and 0.28 in the area
experiment, (Fig. 5). Compared with the absolute fitness,
when the common signal variant entailed no cost (the
cost-free signal value), this represented a decrease in
fitness from 0.5 when the cost-free value was 0.34 in the
line experiment, to 0.18 in the intensity experiment and
to 0.22 in the area experiment (Fig. 5). However, this is
still more than the fitness that the cost-free signal value
would have received if introduced as a rare variant in
generation 10: 0.25 in the length experiment, 0.06 in the
intensity experiment and 0.11 in the area experiment
(Fig. 6).

Biases

In each generation, biases in preferences of signals and
stimuli were measured. Figure 7 compares these measures
by showing the bias relative to the common signal
variant. With a few exceptions the order of preference
remained the same, independent of the common signal
variant and experiment, and corresponded to a generaliza-
tion gradient with a peak shift away from the negative
stimulus (Figs 7, 8).

Three major points can be made, even if the results from
the length experiment are less clear than in the others
(Fig. 6). First, the response towards the negative stimulus
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Figure 3. (a) The distribution of signals after 10 generations of
random choice and (b) the statistical significance of possible

outcomes of our virtual evolution as a function of the signal index

(k). For derivation see the Appendix.
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is obviously low since the chickens were trained not to
respond to this stimulus. In the intensity and area experi-
ments, at least, the response towards the negative stimulus
decreased over the first generations. Second, the relative
response to the cost-free signal decreased when the
common signal variant increased and approached the
response towards the negative stimulus, at least in the in-
tensity and area experiments. Third, the bias in response
decreased when the common signal variant became larger.
Thus, the selection pressure favouring larger signals
seemed to decline when the signal became larger. We
can estimate this selection pressure as the relative success
of the larger variant minus the relative success of the
smaller variant (Fig. 8). In all three experiments, this
measure of bias decreased with increasing value of the
common signal variant (length experiment: Spearman
rank correlation: rS Z�0.585, NZ 10, PZ 0.075; intensity
experiment: rS Z�0.829, NZ 10, PZ 0.003; area experi-
ment: rS Z�0. 890, NZ 10, PZ 0.0005).
The degree of exaggeration that evolved in our experi-

ments should represent a balance between the cost and
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Figure 4. The evolution observed in (a) the length experiment, (b)
the intensity experiment and (c) the area experiment over the 10

generations. Under random choice at least 99% of the evolutionary

trajectories in each generation will occur within the dotted lines. The
continuous line and dotted lines indicate the mean G 2 SDs under

random choice. For the units of intensity see Table 2.
benefit of exaggeration, the latter caused by the receiver
bias. Since the cost increases linearly with the deviation
from the cost-free signal value, this balance will be
changed by changes in bias. The result that the signal
became most extreme in the intensity experiment, some-
what less extreme in the area experiment and least
extreme in the length experiment is consistent with the
different declines in biases observed in the different
experiments (Fig. 8).

DISCUSSION

There are two main results in our study. First, our chickens
developed response biases, even though they were never
rewarded for selecting anything other than ‘the common
signal’. Second, in our virtual evolutionary process these
biases were strong enough to drive an evolution towards
more exaggerated signals, despite the associated costs for
the sender. In all experiments, there was first a rapid
increase in exaggeration that later tended to level off,
because of a decrease in bias with increasing exaggeration.
Since the cost of increasing or decreasing the signal value
by one step was always the same, the cost cannot have
caused the receding evolution.
The results obtained from the virtual evolution ex-

periment cannot be explained by any major alternative
hypothesis for signal evolution. First, the reward of
pecking on a signal was the same independent of its
exaggeration. Thus, there was no relation between exag-
geration and, for instance, reward size that could have
driven the evolution. In addition, each receiver was
trained only on the common signal variant and thus
could not have learnt about any potential benefits of
responding to the signal variants. Hence, the result cannot
be explained on the basis of a biased response being
beneficial or adaptive to the receiver. Second, the bias for
exaggeration cannot be explained as a problem of detect-
ing smaller or less intense stimuli since the chickens were
never more than 20 cm from the stimuli when facing the
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Figure 5. Example from the intensity experiment of how the fitness

of the signal decreases as it evolves more exaggeration (higher signal

index) because the cost increases. Despite being even more costly,

the larger variant consistently receives a higher fitness value because
the chickens prefer it. This drives the evolution towards more

exaggeration (higher index).



ANIMAL BEHAVIOUR, 70, 4872
computer screen. Furthermore, although less intense
stimuli might be harder to perceive, studies have shown
that biases develop just as easily for less intensity (e.g.
Huff et al. 1975; Jansson & Enquist 2003).
The biases we found are consistent with the general

knowledge of stimulus control in the ethological and
psychological literature (Tinbergen 1951; Hanson 1959;
Kalish 1969; Mackintosh 1974; Eibl-Eibesfeldt 1975; Ghir-
landa & Enquist 2003). Generally, the strongest biases are
found along size and intensity dimensions (Razran 1949;
Grice & Saltz 1950; Magnus 1958; Mackintosh 1974;
Ghirlanda & Enquist 2003). Our finding that the bias
decreases with increasing distance between the rewarding
and the negative stimulus also agrees with general find-
ings (summarized in Ghirlanda & Enquist 2003).
Some differences were found between the experiments.

The intensity signal evolved the most by eight steps,
followed by the area signal with seven steps, whereas the
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Figure 6. Proportion of pecks towards the larger and smaller variant

of the signal during the selection trials, the cost-free signal and the

negative stimulus as a function of signal value. The data compare the
number of pecks on the signal variant relative to the number of

pecks on the current appearance of the common signal variant. For

some signal values the data were obtained from more than one
chicken (see Fig. 2).
length evolved only four steps. These differences were also
reflected in the observed biases. The differences might
have been caused by either the nature of the peak shift
along the different dimensions or disproportionate evolu-
tionary steps. The strongest result was obtained in the
intensity experiment, which is consistent with the finding
that intensity generalization gradients are monotonic
rather than bell shaped and give rise to responses that
are considerably higher than those obtained for the
training stimulus (Razran 1949; Ghirlanda & Enquist
2003; Jansson & Enquist 2003). Discrimination along
length and area dimensions is also known to generate
considerable peak shifts, although not monotonic ones
(Weinberg 1973; Ghirlanda & Enquist 2003). That is,
response biases for larger size will at specific points, distant
from the negative stimulus, eventually peak and become
weaker. Why then did the length become less exaggerated?
In both the length and the area experiments the size of
the signal varied along the dimension, but the form, scale
and steps were different. One possibility is that a peak
shift is stronger along an area dimension. Another factor
might be that the area costs less per pixel. For example,
when the area increases from a five- to a six-pixel square
this means a total increase of 11 pixels, whereas an
increase of the length from 10 to 12 units is a total
increase of only four pixels. Thus, if the total number of
pixels matters, the area will be more profitable. However,
it is also possible that the variants in the length experi-
ment were too similar to the common signal variant. That
is, the peak shift was not fully exploited. With signal
variants more different from the common signal, the
larger variant might have elicited considerably stronger
responses by exploiting more of the peak shift. This would
have caused the length to become more exaggerated.
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All three experiments gave results predicted from the
receiver bias hypothesis. However, our virtual evolution
experiments only crudely resembled reality and the value
of such experiments depends, of course, on how reliable
they are as a tool for investigating signal evolution.
Another powerful experimental approach is given by the
virtual studies of Bond & Kamil (1998, 2002). At least
three issues seem necessary to consider in these kinds of
evolutionary studies: the complexity of the issues in
reality, the scale of operation and whether preferences
are learned or genetically inherited. Obviously, more
factors control the evolution of signals in nature than is
feasible to include in an experimental set-up. On the other
hand, experiments have the benefit of enabling separation
and control of the relevant factors, which may give more
detailed information about parts of a process. Our exper-
iment shows in detail how animals respond to several
stimuli varying along different dimensions. Hence, even if
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common signal variants, estimated as the bias in responding to the
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and (c) area experiment. The bias was calculated as the relative

success of the larger variant minus the relative success of the smaller
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the experimental situation is simplified and the stimuli
artificial, there is no reason why our results could not be
applied to predict the response to signals in nature. Most
likely, animals will respond identically, as long as the
signals contain the same features and are presented during
corresponding conditions. A situation corresponding to
our experiment could, for instance, be the presence of two
signals, carrying opposite messages, such as edible or
nonedible. According to the receiver bias hypothesis and
our results, such signals would evolve in opposite direc-
tions to each other and thus become exaggerated. This
notion is also supported by the prevalent occurrence of
exaggerated signals in nature (e.g. Brown 1975; Andersson
1994).
The scales at which real evolutionary processes operate

are drastically different from those of our experiment. In
reality, selection on signal form involves many interac-
tions between many receivers and many senders in each
generation. However, just increasing the number of
receivers is unlikely to change any biases, per se, but
instead it is likely to remove the most random elements,
thus creating a more stable selection pressure. The pres-
ence of many signals instead of one may influence the
nature of the peak shift. However, very little is known
about this (e.g. Scavio & Gormezano 1974; Ghirlanda &
Enquist 2003). An ambitious improvement of the exper-
imental design would be to include several subjects in
each generation and also to include more signal variation
along the dimensions.
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Appendix: Statistical Test

We derive the probability of observing after t˛½0;N�
generations of random choice a signal with index equal or
higher than k. This probability is obtained by the sumPN

iZk gtðiÞ, where gt(k) is the probability distribution of k at
time t. Given an initial distribution g0(k) successive
distributions can be calculated using the following differ-
ence equation:

DgðkÞZ

8>>>><
>>>>:

qgðk� 1ÞCrgðkC1Þ � ðqCrÞgðkÞ k!� 1
qgð�2ÞCwgð0Þ � ðqCrÞgð�1Þ kZ� 1
qðgð�1ÞCgð1ÞÞ � 2wgð0Þ kZ0
wgð0ÞCqgð2Þ � ðqCrÞgð1Þ kZ1P

gðk� 1ÞCqgðkC1Þ � ðqCrÞgðkÞ kO1

where q is the probability of evolving one step towards
and r the probability of evolving one step further away
from the signal kZ 0. The probability w applies to the
special case of kZ 0, which is different because changes in
both directions go away from k Z 0. Using the fitness
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equation described in the Methods we can calculate q, r
and w.

Calculation of r and q

Consider the case k R 1 (the case k% �1 is identical
and yields the same q and r). Note that x1 and x2, the
number of pecks on the variant in selection trials 1 and 2,
are replaced with X1 and X2, two random variables having
identical binomial distributions (n, pZ 0.5) describing the
distribution of pecks on the variants in selection trials 1
and 2 under random choice. We make the approximation
that the total number of pecks n is always the same (see
further below). We first calculate r:

rZPrðf ðkC1;kÞOf ðk;kÞ and f ðkC1;kÞOf ðk� 1;kÞÞ

ZPr

�
X2

n
� ðkC1ÞlO0:5� kl and

X2

n
� ðkC1ÞlOX1

n

Cðk� 1Þl
�
ZPrðX2Oð0:5ClÞn andX1!X2 � 2lnÞ

Z
Xn
xZa

PrðX2ZxÞPrðX1!x� 2lnÞ

where a is the smallest whole number greater than
(0.5C l)n.
To calculate q we first calculate s Z 1 � q � r (the

probability that the current signal will be selected for
the next generation) and then calculate q as 1 � s � r.

sZPrðf ðk;kÞRf ðk� 1;kÞ and f ðkÞRf ðkC1ÞÞ

Pr

�
0:5� klR

X1

n
� ðk� 1Þl and 0:5� klR

X2

n
� ðkC1Þl

�

ZPrðX1%ð0:5� lÞnÞPrðX2%ð0:5ClÞnÞ

Calculation of w

Different probabilities apply to the case k Z 0. The
probability of changing the signal in the next generation
is 2w (w in each direction). We calculate w by calculating
the probability of not changing the signal:

1� 2wZPrðf ð0;0ÞRf ð�1;0Þ and f ð0;0ÞRf ð1;0ÞÞ

ZPr

�
0:5R

X1

n
� l and 0:5R

X2

n
� l

�

ZPrðX1%ð0:5� lÞnÞPrðX2%ð0:5� lÞnÞ

Numerical Values for q, r and w

On average the hens pecked nZ 99 times during each
trial type and the lowest number was nZ 65. We use the
latter number. This slightly overestimates the probability P
for H0 (higher n gives smaller P). With nZ 65 and
lZ 0.04 we obtain the following values: qZ 0.7139,
r Z 0.1098 and wZ 0.2024.
The Distribution g10(k)

With values of q, r, w and the initial distribution g0
(0) Z 1 the distribution of k after 10 generations can be
calculated with the equation given at the beginning of
this appendix. Figure 3a shows this probability distribu-
tion and Fig. 3 the probability of observing a signal index
as high or higher than k obtained by the sum

PN
iZk g10ðiÞ.
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